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ABSTRACT  
Data mining in educational field is a major application of data mining, it use machine learning to learn from data by 

studying algorithms and their constructions. In Data mining, clustering is the task of grouping aset of objects in such 
a way that objects in the same group are more similar to each other than to those in other groups. There are too many 

algorithms for clustering technique but k-mean algorithm is easy to interpret and understand so, in this paper 

clustering K-mean algorithm is discussed and applied on students data sets to find the gender wise performance in 

theory and practical subjects of computer science course. K-mean algorithm is implemented on student’s dataset 

using WEKA tool. 
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I. INTRODUCTION 
 

Data clustering is a process of extracting previously unknown, valid, positional useful and hidden patterns from 

large data sets [1]. The main goal of clustering is to partition students into homogeneous groups according to their 

characteristics and abilities [2].  

 

Performance evaluation is one of the bases to monitor the progression of student performance in higher Institution of 

learning. Base on this critical issue, grouping of students into different categories according to their performance has 

become a complicated task. With the help of data mining methods, such as clustering algorithm, it is possible to 

discover the key characteristics from the students’ performance and possibly use those characteristics for future 

prediction. There have been some promising results from applying k-means clustering algorithm with the Euclidean 
distance measure, where the distance is computed by finding the square of the distance between each scores, 

summing the squares and finding the square root of the sum [3]. 

 

This paper presents k-means clustering algorithm for finding the gender wise performance in theory and practical 

subject of the computer science course. 

 

This research paper is organized in the following sections. Section I describes the introduction. Section II describes 

Literature survey. Section III deals with research objective and model. Section IV discusses used methodology in 

research work. Section V represent the implementation of model. Section VI described the conclusion and future 

work of research work. 
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II. LITERATURE SURVEY 

 
Kabakchieva applied classification techniques on the data collected from University of National and World 

Economy (UNWE) system. The work focused  on predicting  students‟ performance  at enrolment stage by finding 

patterns from data related to students  personal and pre-university information.[4] 

 

Quadril  andKalyankar applied classification and prediction  techniques. These techniques helped them  to build 

student drop out model and predict each student‟s academic performance by measuring student‟s Cumulative Grade 

Point Average (CGPA).  [5]  

 
Kovacic applied classification and feature selection techniques to  identify the influencing factors at the enrolment 

stage. The data was collected from the Student Management System of open Polytechnic of New Zealand. The 

research showed  that  identification of students at risk even before they start their study could help the university to 

take proper actions to improve the academic success.[6]  

 

Thames Valley University developed the Mining Course Management Systems (MCMS) project to improve student 

retention strategies by analysing student behaviour and early identification of those at risk. In this project,  

association, clustering, classification and prediction techniques were applied on  collected  data from current 

university information systems (library, student administration, online learning system, online resource system, 

online test system and so on) and integrated into data warehouse. The project could build models to predict each 

single student performance and their behaviour.  [7] 
 

Delavari applied classification and prediction as main techniques to educational data. Through these techniques, she 

could  discover pattern of successful student in a subject as well as student success rate for individual lecturer and 

predict  the rate. The knowledge gained from these models could help institution for better decision making in 

setting up new strategies or improving the current strategies to increase the student success rate. [8]  

 

III. RESEARCH OBJECTIVE AND MODEL 
 

Research Objective 
Based on the above literature survey we have observed that there is not any model is defined by researcher for 

Gender wise student performance in theory and practical subject. Model 1: (male, female student performance in 

theory and practical subject) 

 

So in the proposed work we have implemented the following model using clustering k-mean algorithm: 

 

Model 

Gender Wise Result Analysis for all the Theory and Practical Subjects of the course. 

 

IV. METHODOLOGY 

 

Development of k-mean clustering algorithm 

Given a dataset of n data points x1, x2, …, xn such that each data point is in Rd , the problem of finding the minimum 

variance clustering of the dataset into k clusters is that of finding k points {mj} (j=1, 2, …, k) in Rd such that 

 

 

 

is minimized, where d(xi, mj) denotes the Euclidean distance between xi and mj. The points {mj} (j=1, 2, …,k) are 

known as cluster centroids. The problem in Eq.(1) is to find k cluster centroids, such that the average squared 

Euclidean distance (mean squared error, MSE) between a data point and its nearest cluster centroid is minimized. 
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The k-means algorithm provides an easy method to implement approximate solution to Eq.(1). The reasons for the 

popularity of k-means are ease and simplicity of implementation, scalability, speed of convergence and adaptability 

to sparse data. 
 

The k-means algorithm can be thought of as a gradient descent procedure, which begins at starting cluster centroids, 

and iteratively updates these centroids to decrease the objective function in Eq.(1). The k-means always converge to 

a local minimum. The particular local minimum found depends on the starting cluster centroids. The problem of 

finding the global minimum is NP-complete. The k-means algorithm updates cluster centroids till local minimum is 

found. Fig.1 shows the generalized pseudocodes of k-means algorithm; and traditional k-means algorithm is 

presented in fig. 2 respectively. 

 

Before the k-means algorithm converges, distance and centroid calculations are done while loops are executed a 

number of times, say l, where the positive integer l is known as the number of k-means iterations. The precise value 

of l varies depending on the initial starting cluster centroids even on the same dataset. So the computational time 
complexity of the algorithm is O(nkl), where n is the total number of objects in the dataset, k is the required number 

of clusters we identified and l is the number of iterations, k≤n, l≤n [9]. 

 

Steps to implement the K-means clustering is as per the following 

Step 1: Accept the number of clusters to group data into and the dataset to cluster as input values 

Step 2: Initialize the first K clusters 

 

 Take first k instances orTake Random sampling of k elements 

Step 3: Calculate the arithmetic means of each cluster formed in the dataset. 

Step 4: K-means assigns each record in the dataset to only one of the initial clusters 

V. Each record is assigned to the nearest cluster using a 

Each record is assigned to the nearest cluster using ameasure of distance (e.g Euclidean distance). 
 

Step 5: K-means re-assigns each record in the dataset to the most similar cluster and re-calculates the arithmetic 

mean of all the clusters in the dataset. 

 

Algorithms for K-means clustering is as per the following 

MSE = largenumber; 

Select initial cluster centroids {mj}j 

K = 1; 

 

Do 

 OldMSE= MSE; 
 MSE1 = 0; 

 

For j = 1 to k 

 mj= 0;nj= 0; 

Endfor 

 

 

For i = 1 to n 

 For j = 1 to k 

 

  Compute squared Euclidean distance d2(xi, mj); 

 
 Endfor 
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    Find the closest centroid mj to xi; 

mj = mj + xi;nj= nj+1; 

    MSE1=MSE1+ d2(xi,mj); 
 

Endfor 

 

For j = 1 to k 

nj = max(nj, 1);mj = mj/nj; 

Endfor 

 

MSE=MSE1; 

while (MSE<OldMSE) 

 

V. IMPLEMENTATION 

 
Implementation K-Means is used to analyse the gender wise performance in theory and practical subject of 

computer science course. We have used WEKA tool for performing analysis on these selected data.  

 

Total we have collected 3558 students’ dataset where we have applied the k-means clustering algorithm to 
implement the model. 

 

To perform the gender wise analysis in theory and practical subjects we have considered the result of following 

theory subjects and practical subjects as a parameters. 

 

Theory Subject List Practical Subject List 

Communication skill 

Information Technology 

Basic of Computer Network  

Communication skill-II 

Computer Organization 

Environment Disaster Management 

Open Source Technology 
Management Information System 

Networking – I 

Career & Personality Development 

Software Testing 

 

C Programming Language 

Microsoft Office 

Digital Electronics 

Advance concepts of C programming 

Web programming 

Data and File Structure 

Core Java programming 
Database Management System 

DotNet 

Advance Data base Management System 

Computer Graphics 

Advance Dotnet 

Operating System 
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Screen shot for implementation of clustering K-means algorithm using WEKA tool is as per the following: 

 

 
Figure 1: Gender wise analysis for subject 1 of semester 1 in WEKA tool using K-mean algorithm 

 

 
Figure 2: Plot Diagram:  Result_1_1  Vs Gender 
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Figure 3: Store data in cluster 0 and 1, 0- male and 1- Female 

 

Note 

Same gender vs result analysis process will be repeat for all the theory and practical and save the result buffer data 

and cluster visualize data for the future use. make the separate excel sheet for all the theory subject result vs gender 

and all the practical subject vs gender. by completing the above task we got the following result in excel format. 

 

 
Figure 4:   Excel file for cluster wise analysis for all the practical subjects 
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Table 2: Genderwise mean value for Practical subjects 

GENDER POOR AVERAGE GOOD VERYGOOD EXCELLENT 

MALE 0.141973751 10.69851085 46.50113579 36.96365472 5.694724886 

FEMALE 0.413678985 12.10700496 45.61500276 36.48648649 5.322669608 

 

 
Figure 5: Genderwise mean value for PRACTICAL subjects 

 

 
Figure 6: Excel file for cluster wise analysis for all the theory subjects: 
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Table 3: Gender wise mean value for all theory subjects 

GENDER POOR AVERAGE GOOD VERYGOOD EXCELLENT 

MALE 3.931095406 21.00465789 35.82958561 27.38917443 11.44394475 

FEMALE 3.123903124 17.02351702 38.08353808 28.92242892 12.81151281 

 

 
Figure 7: chart for gender wise analysis of all theory subjects 
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Result of Implementation 

 
Model Analyzed Outcome 

Gender Wise Result Analysis for 

all the Practical Subject of the 

course.  

Assumption: 

For the practical subject our assumption is that male students can 

get good score as they are more powerful in logic and reasoning 

compare to girls 

 

Result of analysis: 

But above myths is not proved by above analysis. This analysis seems 

that female students’ also good performer in programming subjects as 

per the directed in the chart, there is not any major variation in the 
result of male performer and female performer. 

Gender Wise Result Analysis for 

all the Theory Subject of the 

course.  

For the theory subjects our assumption is that female students are 

good in craming compare to male students: this myth is proved by 

analysis as directed by the given chart and mean table, performance 

ratio of female students is higher in the category of good, very good 

and excellent then male students’ performer. 

 

VI. CONCLUSION 

 

In this research paper we have applied clustering data mining technique. There are too many clustering algorithms 

are available in data mining but we have used clustering algorithm K-means to implement the model as it is very 
simple and easy to interpret. To perform the analysis, we have collected total 3558 student recordset with the gender 

wise result of all the theory and practical subjects of computer science course from the various higher educational 

institute. We have applied WEKA data mining tool to implement the clustering K-means algorithm for getting the 

gender wise performance in theory and practical subjects. As an analysis outcome, we proved that there is not any 

major variation in the performance of boys and girls particularly in practical subject. This analysis also proved that 

girls are performed well as compared to boys students in the theoretical subjects. So, if boys students are tried to 

improve the performance in theory subjects then definitely higher educational institute improve the result of 

educational institution. This result is also helpful to the mentors and management of educational institute to take the 

decision in right direction. Further, we would like to extend this work by implementing the stream wise performance 

of students using clustering algorithms. 
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